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Stress Corrosion Cracking and Synchrotron Science

2

Stress corrosion cracking (SCC): 

▪ Failure mechanism in marine AlMg

▪ Tensile stress, material, corrosive environment

▪ Slow cracking -> catastrophic failure

Synchrotron X-ray Tomography: 

▪ High-resolution spatiotemporal resolution

▪ Enable materials degradation studies

▪ Huge throughput: 30GB/s
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Experimental Background

3

AlMg plates from HMCS Iroquois:

▪ Decommissioned Navy destroyer

▪ 1972 to 2014 in Gulf theatre, Domalia, and Caribbean Sea

▪ Aluminum: 5XXX rolled plates

[1] Burnett, T.L., Holroyd, N.J.H., Lewandowski, J.J., Ogurreck, M., Rau, C., Kelly, R., Pickering, E.J., Daly, M., Sherry, A.H., Pawar, S., Slater, T.J.A., and Withers, P.J. (2017). “Degradation of Metallic Materials Studied by Correlative 
Tomography”, in 38 th Riso International Symposium on Materials Science – IOP Conf. Series: Materials Science and Engineering, 219(1), 012001.
[2] Gudla, V.C., Garner, A., Storm, M., Gajjar, P., Carr, J., Palmer, B.C., Lewandowski, P.J., Holroyd, N.J.H., and Burnett, T.L. (2019). “Initiation and Short Crack Growth Behavior of Environmentally Induced Cracks in AA5083-H131 Investigated 
Across Time and Length Scales”, Corrosion Reviews, 37(5), pp. 469-481.

Detectors

Sample

Sample Processing:

▪ Plate N (6 mm thick)

▪ High sun exposure

▪ T orientation

Slow strain-rate tension test:

▪ Synchrotron at Diamond Light 

Source (Didcot, UK)

▪ Intermittent holds on load to scan
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Research Challenge: Analyzing Massive 4D Synchrotron Datasets
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Scale of Dataset:

▪ 3TB imaging dataset

▪ Total: 342,000 high-resolution images

Goal: Detect all microstructural features in the 4D XCT dataset and 

quantify their properties to enable stress corrosion cracking studies

Framework Contributions:

1. Domain-informed diversity sampling strategy to select which 

images from the dataset are most informative for training

2. Scalable machine learning spatiotemporal feature extraction and 

characterization framework

3. Application to AlMg dataset to detect and quantify over 5 million 

microstructural defects
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Part I: Domain-Informed Diversity Sampling

5
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Crash Course: Diversity Sampling

6

M
od

el

General Form: Given a set of unlabeled items U and a budget B, select a subset S to maximize M

Our Case: Given 342,000 images, select the best 95 images to label for segmentation training

General Workflow:

A
lg

or
ith

m

Cold start problem: classical challenge in machine learning where a system struggles to make 
accurate predictions or recommendations due to a lack of initial data
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Domain-Informed Diversity Sampling

7

Problems: Extending to scientific imaging

▪ Pretrained encoders typically trained on out of 

distribution (OOD) data

▪ Diversity sampling is designed for an iterative active 

learning loop: “typically diverse”

Solution: Domain-informed diversity sampling (DIDS)

1. Incorporates domain information for diversity to 

close the OOD gap

2. Designed for “one-shot” setting by sampling both 

“typical” and “atypical” samples
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DIDS Sampling Workflow: Displacement Informed
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Encoder

DIDS Sampling Algorithm:

For a given cluster

Get pairwise embedding 
distances of all points

Get pairwise displacement 
differences of all points

Get a pairwise combined 
distance / difference score

Select the sample with the 
highest density

Iteratively select points that 
have the largest minimum score

Reduce

Cluster

Image

262,144

500-5,000

50-100

We consider displacement as a 

proxy for “material 

degradation”

Avoids pitfalls of simple 

spatiotemporal stratification
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Quality Assessment: Diversity Score
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Problem: Evaluating diversity sampling requires post-hoc annotation analysis

▪ Sample baseline -> annotate -> train model -> measure difference

Solution: Composite diversity score that evaluates multiple diversity factors

Diversity Score Diversity Score

Coverage: Minimum 
spanning tree total and 
average edge distance 

Visual similarity: Learned 
perceptual image patch 

similarity (LPIPS)

Domain similarity: Range 
of material degradation 

state captured
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Diversity Sampling Metrics
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Four Methods:

▪ Random sampling

▪ TypiClust: typicality sampling 

from k-means embeddings

▪ ProbCover: probabilistic coverage 

maximization of embeddings

▪ DIDS (Ours)

Three Encoders:

▪ CLIP

▪ ResNet50

▪ VGG-19

https://mds3-coe.com
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Real Value Diversity Sampling Metrics
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Our diversity metric is biased towards DIDS due to including a displacement measurement

Coverage / Perceptual Metrics:

▪ DIDS demonstrates has larger 

MST coverage values: max min 

sampling strategy

▪ LPIPS differences cover a very 

small range: differences in tiles 

small compared to AlexNet’s 

training base
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DIDS Domain Information Ablation Study
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How does setting alpha = 1 (no displacement information) effect diversity in DIDS? 

 Alpha weighting can improve 
domain diversity without sacrificing 

other diversity metrics
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Study Case: Effect of Alpha

13

Alpha = 1.0 Alpha = 0.85

Effect of shifting alpha on our best performance method: DIDS Euclidean K-Means
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Study Case: Effect of Alpha

14

Alpha = 1.0 Alpha = 0.85
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Part II: Scalable Spatiotemporal Feature Extraction and 

Characterization 

15
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Crash Course: Image Segmentation
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Fracture

Inclusion

Problems: Extending to scientific imaging

▪ In-situ XCT imaging generates low resolution 

detail due to strain

▪ Hundreds of sub-visible features per image

Solution:
▪ Scalable pipeline that leverages image processing 

for weakly supervised label generation
500 μm

Machine 
Learning Model

Generate a 

pixel-wise mask of 

features of 

interest
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Hybrid-Supervision Learning Spatiotemporal Feature Profile

Sample-level Insights

Defect-level Granularity

spatiotemporal quantification of 
over 5,000,000 defects

volume fraction 0.903%

3D Defect Reconstruction

image processing for weak 
annotations trained deep 

learning model

feature 
segmentation 

mapping

stack feature maps

filter spatial inconsistencies

defect volumes

hybrid-supervised labels

deep 
learning 
model

robust 
feature 

extraction

Spatiotemporal Feature Extraction Framework for Large-Scale Datasets
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Weak Pseudo-label Generation for Inclusions

18

Classical image processing generates “rough” masks of sub-visible features but fails to scale
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Segmentation Model Training

19

Model Architectures:
▪ U-Net

▪ UPerNet

▪ SegFormer

Data Parameters:

▪ 95 DIDS selected images

▪ 85/5/5 training/validation/test

▪ Spatial/contrast augmentations

Hyperparameters:

▪ ImageNet weights

▪ Dice loss

▪ 150 epochs

▪ Cosine LR scheduler

https://mds3-coe.com
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Segmentation Results: Quantitative

20

U-Net with Xception encoder has best performance on holdout test set (F1: 0.94, mIoU: 0.64)

https://mds3-coe.com
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Impact of Pretrained Weights and Encoders

21

Pretrained ImageNet weights consistently 
improve model performance

More consistent F1-scores suggest other 
architectures struggle more with boundaries

https://mds3-coe.com
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Predictions from UNet with Xception Encoder

22

Image Ground Truth Prediction
“Trickier” Examples

https://mds3-coe.com
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Are Transformers Really Underperforming?

23

Image Ground Truth SegFormer-B4 UNet Xception

https://mds3-coe.com
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Justification for Poor mIoU Scores

24

Inconsistent annotation may lead to poor quantitative metrics despite strong qualitative performance

Are these 
fractures?

Help

https://mds3-coe.com
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Fracture reconstruction: 250 slices Inclusion reconstruction: 50 slices

3D Feature Reconstruction using Spatial Coherence

UNet Xception is used to generate predictions across the entire 342K image dataset
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Statistical Characterization: Feature Quantification

26

Inclusion 
Feature

Value

Major axis (px) 43.01

Volume (voxels) 1340

Largest inclusion at timestep 25 and attributes

Query x feature that matches a set of attributes for 

thousands features detected

Automated extraction of 5 million+ total features 

throughout the 4D XCT dataset

Defect-level GranularitySample-level Insights
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Summary Graph Generation

Fracture Features Value

Major axis (px) 43.01

Volume (voxels) 1340

Orientation intergranular

Distance threshold 
or density clustering

Graph 
representation

Graph neural 
network input

fracture embedded as 
node

Translating 3D feature stacks and 
attributes into graphs

[43.01, 1340, 1]
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Summary Graph Representations

Timestep 30 Timestep 36: + ~30minutes Timestep 48: + ~60minutes

*Height scaled for visualization

00:03:30 00:04:3000:03:00
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Concluding Remarks

29
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Conclusion

30

The following contributions were made through this research:

1. A domain-informed diversity sampling strategy designed for scientific data and “one-shot” 

annotations

2. Scalable feature extraction and segmentation framework that handles sub-visible features

3. Groundwork for graph representations for future degradation analysis

4. Code available under the XCTImage Python package

This framework is applied to an exemplar dataset of 342,000 XCT images of stress corrosion cracking in 

AlMg to generate achieve a 0.94 F1-score in segmentation only labeling 0.03% of the dataset and detect 

over 5 million microstructural defects
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Appendix
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Dry Sample Resolution Issues
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Results: Clustering Analysis
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How well do we form clusters?

▪ Silhouette Score: inter-cluster evaluation

▪ Davies Bouldin: intra-cluster evaluation
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Results: Clustering Examples
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Clustering is difficult to parameterize across different encoders and techniques

HDBSCAN HDBSCAN
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Spatiotemporal Summary and Scene Graphs

38

Labeled features can be turned into nodes in a graph and 
then edges created between corresponding nodes

A single graph represents one point in time, multiple 
graphs can be stacked for temporal analysis

Summary Graph Generation Spatiotemporal Scene Graph Generation

Scene graphs will be generated to label actions and relationships to 
identify what is occurring both spatially and temporally

cr1

cr2

cr1

cr2: opens

cr1: extends

cr1: branch

cr2: extends

cr1,cr2: bridge

cr1

temp: 50oC
type: 

inclusion

class: 
oxide

size: 
 1 µm x 1 µm

correlation: 0.8

tim
e

How can we ask more complex questions 

● (E.g. do fractures tend to extend towards regions of higher defect density?)

Generate scene graphs[1] for an interpretable full-scale microstructural and degradation analysis

[1] Ji, J., Krishna, R., Fei-Fei, L., & Niebles, J. C. (2020). Action genome: Actions as compositions of 

spatio-temporal scene graphs. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern 

Recognition (pp. 10236-10247).
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